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Introduction

How should a legal framework for data protection balance the imperatives of protecting privacy and 
ensuring innovation and productivity growth? This paper examines the proposed data protection 
legislation in India from the perspective of whether it maintains this balance. In December 2019, the 
government introduced the Personal Data Protection Bill, 2019, in parliament, which would create 
the first cross-sectoral legal framework for data protection in India.1 

This paper argues that the bill does not correctly address privacy-related harms in the data economy 
in India. Instead, the bill proposes a preventive framework that oversupplies government interven-
tion and strengthens the state. This could lead to a significant increase in compliance costs for 
businesses across the economy and to a troubling dilution of privacy vis-à-vis the state. The paper 
argues that while the protection of privacy is an important objective, privacy also serves as a means to 
protecting other ends, such as free speech and sexual autonomy. A framework for protecting personal 
data has to be designed on a more precise understanding of the role of privacy in society and of the 
harms that emanate from violations of individual privacy. 

The notion of informational privacy has become salient in the past decade but, as this paper 
illustrates, India has privacy jurisprudence going back several decades. Most of it focuses on privacy 
in the context of harms caused due to a violation of privacy. This jurisprudence changed in 2017, 
when the Supreme Court in Justice K.S. Puttaswamy v. Union of India held that the Indian 
Constitution included a fundamental right to privacy.2 While deciding the case, though the court 
listed a long line of jurisprudence, the central deficiency in the existing jurisprudence in the court’s 
opinion was the lack of a “doctrinal formulation” that could help decide whether privacy is 
constitutionally protected.3 

The jurisprudence on privacy therefore changed—from being valued as a right that protected other 
ends to being an end in itself. Along with holding that privacy is a fundamental right, the judgment 
also declared informational privacy to be a subset of the right to privacy.4 As this paper highlights, 
this shift is consistent with the approach taken in the bill. The bill aims to protect the informational 
privacy of individuals by creating a preventive framework that regulates how businesses collect and 
use personal data, as opposed to protecting informational privacy with a view to the consequent 
harms caused by the violation of such privacy. In doing so, it focuses primarily on regulating practic-
es related to the use of data. 
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Not only is this problematic since the proposed framework is unlikely to protect privacy adequately, 
the bill also significantly strengthens the state’s role in the data economy, dilutes property rights in 
data, and increases state power to surveil without creating adequate checks and balances. This is 
likely to have deleterious consequences for innovation in the economy while leaving unfulfilled the 
stated objective of protecting informational privacy. 

The first part of this paper provides a summary of the major developments that have led to the 
demand for a data protection law. It situates the bill in the larger context of India’s debate on the 
right to privacy and problematizes the conception of privacy as outlined in the Puttaswamy judg-
ment. This paper argues that the bill follows this new conception of privacy and that in doing so it 
fails to create a precisely designed regulatory framework that adequately addresses market failures in 
the digital economy. 

The second, third, and fourth parts highlight three key reasons why the bill should be significantly 
modified. The first is that its reliance on strengthening consent-based mechanisms for protecting 
personal data is not likely to be effective. A large body of academic work highlights that increased 
disclosure requirements to users about the use of their data is becoming ineffective in light of mod-
ern technological developments. A reliance on such mechanisms could be counterproductive and 
lead to individuals taking less responsibility while sharing their data.

Second, the preventive framework proposed in the bill could lead to significant compliance costs for 
private businesses. The bill will regulate data use in all sectors of economic activity and establishes 
significant new compliance requirements for the vast majority of affected businesses. The costs of 
compliance will be borne across small and big businesses except those that are specifically exempt. 
This is problematic since most businesses in India are small. Such compliance requirements would be 
especially onerous for them. This bill also allows the government to compel businesses to share 
nonpersonal data with it. This, as the paper argues, could have deleterious consequences for innova-
tion and economic growth in the long run. 

The third major issue with the bill is the proposed design of the Data Protection Authority (DPA). 
This body will be tasked with regulating the provisions of the bill to frame regulations on issues such 
as mechanisms for taking consent, limitations on the use of data, and cross-border transfer of data. 
The supervisory mandate of the DPA is sweeping, given the fact that it has to regulate a wide array of 
preventive obligations, such as security safeguards and transparency requirements, that have to be im-
plemented by businesses. 
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This broad mandate is being proposed in the larger context of India’s generally low regulatory capaci-
ty. It is likely that the DPA, therefore, may not be able to either effectively implement the bill or 
effectively protect informational privacy. This paper argues that, given its cross-sectoral mandate, the 
DPA may struggle to build internal capacity, leading to either underregulation or overregulation. The 
former would defeat the intent of the bill while the latter would add unnecessary burdens for com-
pliant businesses. Additionally, the bill does not provide adequate checks and balances to ensure that 
the central government and the DPA exercise their vast supervisory powers in a reasonable manner. 

Lastly, the bill allows the government to exempt any of its agencies from the requirements of this 
legislation and also allows it to decide what safeguards would apply to their use of data. This, as the 
paper argues, potentially constitutes a new source of power for national security agencies to conduct 
surveillance—and, paradoxically, could dilute privacy instead of strengthening it. 

The analysis set forth in this paper has been supported by inputs from structured consultations with 
stakeholders and an empirical analysis of regulatory frameworks in data protection, as well as aca-
demic literature on the subject. Participants in roundtables organized by Carnegie India included 
academics working on privacy, representatives from technology companies and start-ups, and scientif-
ic experts. Most participants highlighted specific provisions of the bill that could lead to ineffective 
regulation or substantial compliance burdens due to the obligations proposed in it. These inputs were 
corroborated by secondary research, survey reports, and academic literature that highlighted similar 
issues with data protection regulations in other jurisdictions. 

This paper concludes by proposing a framework for modifying the bill and addressing the issues 
highlighted. In doing so, it argues that there are structural limits to what problems regulation can 
solve in the data sharing and data processing markets. This is especially true in India, given the 
extremely low capacity of regulators across sectors. Therefore, data protection legislation must be 
narrowly focused and designed toward protecting individuals and society against any injury resulting 
from data processing. A framework designed with this end in mind would achieve a better balance 
between privacy and innovation. 

The Growth of Privacy Regulation and the Bill

The Personal Data Protection Bill, 2019, follows a long line of privacy jurisprudence in India that 
has been influenced by global developments as well as the country’s own constitutional jurispru-
dence. Though the constitution does not explicitly mention a right to privacy, Indian courts have 
held that a right to privacy exists under the right to life guaranteed under Article 21.5 However, there 
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was always some ambiguity regarding the exact nature of the constitutional protection of privacy due 
to the long-standing judgment of the Supreme Court in Kharak Singh v. State of Uttar Pradesh, where 
the court held that a right to privacy did not exist under the constitution.6 

It became necessary to resolve this ambiguity due to two factors that became increasingly relevant: 
(1) strident claims of loss of privacy in the wake of the government’s implementation of its project 
for unique biometric identification (Aadhaar) and (2) global developments occurring simultaneously. 

The growth of the Indian information technology industry and the telecom revolution, which started 
in the late 1990s, led to the proliferation of digital services in India. This has had two significant con-
sequences. First, the country is increasingly interconnected due to the growth of digital services and 
platforms.7 Second, the government has recognized that online service delivery is a powerful vehicle 
for achieving policy objectives such as financial inclusion and delivering cash transfers. The second 
objective has been facilitated largely by the implementation of Aadhaar. However, the growing 
ubiquity of Aadhaar came under sustained criticism from various quarters. One criticism was that 
Aadhaar was being used for purposes other than social-welfare delivery, such as customer onboarding 
by private firms. It was alleged that the storage of Aadhaar-related customer information, such as 
metadata about the place of authentication, constituted a serious breach of privacy.8 Another signifi-
cant strain of criticism was that the ubiquity of Aadhaar would enable vastly greater surveillance by 
the state. 

In parallel, the European Union (EU) in 2013 proposed to harmonize and consolidate its preexisting 
data protection framework through a new regulation: the General Data Protection Regulation 
(GDPR).9 The earlier framework was based on the 1995 European Data Protection Directive for 
protecting personal data.10 It was felt that this regulatory framework would lead to a fragmented 
framework of data protection within the EU.11 The GDPR went through extensive rounds of consul-
tations and finally came into force in 2018. This effort to create a comprehensive data protection 
regulation in the EU influenced the debate in India.12 

The debate on the privacy concerns over Aadhaar resulted in a clutch of petitions before the Supreme 
Court that challenged the validity of the legislation that enabled the system: the Aadhaar (Targeted 
Delivery of Financial and Other Subsidies, Benefits and Services) Act, 2016. The five-judge bench of 
the Supreme Court that heard the petitions stated that, since the petitions claimed infringement of 
the right to privacy, it was first important to determine whether this right existed under the constitu-
tion. It referred this issue to a bench of nine judges of the Supreme Court, which held in August 
2017 that a right to privacy did exist under Article 21, that the Supreme Court had decided the 
question incorrectly in Kharak Singh, and that informational privacy was a part of this right to 
privacy.13 
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The Supreme Court’s judgment marked a departure from prior jurisprudence on two grounds. First, 
it clearly and unambiguously stated that there was a fundamental right to privacy under the constitu-
tion. In the context of this paper, however, the more significant ground was that the right to privacy 
was conceptualized as a right in itself, irrespective of what privacy it helped protect in turn. In a long 
line of past cases, privacy was used to protect specific interests, such as privacy from nighttime police 
visits in the Kharak Singh case or privacy from telephone tapping in PUCL v. Union of India.14 The 
Supreme Court’s judgment in Puttaswamy instead conceptualized privacy as a right worth protecting 
in itself. This arguably led to a focus away from the actual harm individuals would suffer from a 
violation of privacy. Importantly, as explained below, this conception of privacy also aligned with 
already existing regulatory frameworks in data protection in other jurisdictions. 

Meanwhile, in July 2017, in response to demands for a comprehensive data protection legislation, 
the government formed a committee to study issues related to data protection and to propose legisla-
tion for it. The committee, chaired by Justice B.N. Srikrishna, published a report laying out the 
rationale for a legal framework for data protection, as well as a Draft Personal Data Protection Bill, 
2018.15 The report and the draft bill formed the basis of the bill eventually tabled in parliament. 

The bill is modeled largely on existing frameworks for protecting privacy in other jurisdictions, 
including the GDPR and the Asia-Pacific Economic Cooperation (APEC) Privacy Framework.16 
These regulations themselves are based on older frameworks for the protection of privacy that origi-
nated in the 1970s. In 1973, a report of the U.S. Department of Health, Education, and Welfare 
proposed a set of principles that have been adopted in many countries’ privacy frameworks.17 The 
“Records, Computers and the Rights of Citizens” report responded to rapid technological develop-
ments occurring in the 1970s, specifically computerization and automated processing by government 
and private firms.18 Subsequently, the main proposals of the report (such as, no data collection 
without consent, use limitations, transparency of data processing, and right to correction of data) 
were adopted by, among others, the Organization for Economic Co-operation and Development.19 

It is doubtful whether the regulation of data processing based on 1960s technology is relevant in 
today’s age of big data. As early as 1993, an academic, Kenneth C. Laudon, highlighted the limita-
tions of the existing framework. He wrote: 
 

The FIP [Fair Information Practices] doctrine was based on the technological reality of the 
1960s, where a small number of very large-scale mainframe databases operated by the Federal 
and State governments, or by large financial institutions, were the primary threats to privacy. 
In this period it was conceivable that an individual could know all the databases in which he 
or she appeared. But today large scale database systems can be operated by PC based net-
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works (even individual PCs now rival the size of 1960’s mainframe capacities). Large scale 
databases have become so ubiquitous that individuals have no possibility of knowing about 
all the database systems in which they appear.20

If the technological developments of the early 1990s placed the basic principles of data regulation 
out of sync with market realities, this gap is arguably wider now. For example, the notion of “mean-
ingful consent” is even more problematic than it was in 1993. The bill is, however, based on the same 
basic principles first set out in 1973. 

Major Features of the Bill

The bill provides a legal framework for the collection and use of personal information. In addition to 
creating a set of rights and responsibilities for the processing of personal data, the bill proposes to 
create a DPA for making regulations and enforcing the legal framework. The bill also vests substan-
tive standard-setting powers with the central government and tasks the DPA with enforcing the 
same. 

An important feature of the bill is the wide scope of its applicability. If implemented, it will apply to 
all enterprises across India other than those specifically exempted. This would include any enterprise 
that uses automated means to collect data. (The DPA will have the power to define small entities 
based on turnover, volume of data handled, and the purposes of data collection.)21 This would 
include not just technology companies and e-commerce platforms, but also real-estate firms and 
brokers, banking business correspondents, auto dealers, hotels, and restaurants. (For context, the 
GDPR affects 23 million small businesses in the European Union.)22 The economy-wide scope of the 
bill therefore necessitates a close understanding of its provisions and their likely impact.

The bill makes consent a centerpiece of the proposed data protection framework. It proposes that 
personal data should only be processed on the basis of free, informed, and specific consent, with 
provisions that allow such consent to be withdrawn. Any data processing without such consent 
would be a violation and could result in penalties. 23 The bill creates a separate category of “sensitive 
personal data” and states that such data can be processed only with “explicit consent.”24 Consent has 
to be taken after giving the user (defined as the “data principal”) adequate information about the 
kinds of data that will be collected and the purposes for which it is being collected.25 Notice also has 
to be given regarding the rights and obligations of users and data collectors (defined as “data fiducia-
ries” in the bill).26 
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The bill provides exemptions from the requirements of notice and consent in certain situations: when 
performing state functions authorized by law, delivering medical or health services during emergen-
cies or epidemics, and providing services during disasters or the “breakdown of public order.” It also 
contains exemptions from the requirements for “purposes related to employment.”27 In addition, 
regulations can be made to provide exemptions from consent requirements on grounds such as 
“prevention and detection of . . . unlawful activity; whistle blowing; mergers and acquisitions; . . . 
credit scoring; [and] recovery of debt.”28 

The data fiduciary will be required to ensure the data are accurate and stored only for the period 
necessary for satisfying the purposes of data collection. It also will be accountable for all compliance 
requirements under the bill.29 In addition, there are purpose limitations for data use and storage.30 A 
consumer can request the data fiduciary to “restrict or prevent the continuing disclosure of personal 
data” (a matter dealt with in the bill in the right to be forgotten);31 to give access to certain personal 
data that it has provided to data fiduciaries in “a structured, commonly used and machine-readable 
format”; to have it transferred “to any other data fiduciary” (right to data portability);32 and to 
correct inaccurate data (right to correction and erasure).33 

Data fiduciaries have additional obligations, including to implement privacy by design (which 
requires them to implement business practices that can anticipate, identify, and avoid harms to 
consumers);34 to comply with transparency requirements;35 to create security safeguards—including 
methods for de-identifying personal data and encryption and steps for preventing misuse of data; 
and to create grievance-redress systems.36 “Significant data fiduciaries” have additional obligations. 
They are required to assess the impact of processing sensitive personal data before processing such 
data, maintain records regarding “important operations in the data life-cycle,”37 conduct audits of 
data processing policies and practices,38 and appoint data protection officers.39 

The bill exempts certain kinds of data collection and processing from specific requirements. It states 
that the central government may exempt “any agency of the government” from “all or any provi-
sions” by passing an order in this regard.40 In addition, parts of the bill will not apply where data are 
processed for investigative processes, legal proceedings, domestic purposes, journalistic activities, and 
statistical and or research purposes.41 In addition, it proposes partial exemptions for “manual process-
ing by small entities.”42 

The bill requires data fiduciaries to store certain data in India (data localization) and provides an 
escalating framework for the storage and processing of data based on its sensitivity.43 It proposes to 
create three tiers of data with different localization requirements for each—personal data, sensitive 
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personal data, and critical personal data. Personal data may be transferred freely. The bill makes 
certain allowances for sensitive personal data to be transferred beyond the country’s borders for 
processing purposes only, as long as the government has granted approval beforehand and as long as 
users have explicitly given their consent. The bill does not allow critical personal data (as may be 
defined by the central government) to be transferred outside the country, except on limited grounds 
and after meeting certain specified conditions.44 

Monetary penalties are proposed if data fiduciaries fail to comply with certain provisions. These can 
be as high as “4 percent of the total worldwide turnover of the [data] fiduciary”45 or a sum of 150 
million Indian rupees ($2.1 million), whichever is higher.46 Lastly, the bill proposes to criminalize 
activities that lead to the re-identification of individuals. This offense is cognizable—that is, an 
offense in which an arrest can be made without a warrant—and nonbailable.47 

The proposed legislation, therefore, adopts a comprehensive preventive framework that applies to 
varied data collection and usage practices. It creates a number of obligations for businesses that 
collect and use consumer data and introduces data-related rights for consumers. Since the bill pre-
vents the collection of any personal data without meeting these obligations, it will cover small 
grocery stores that have fairly uncomplicated data collection practices as well as businesses using 
sophisticated machine-learning algorithms and large datasets. 

The bill will therefore have a significant impact on the economy. India currently has a small number 
of diversified conglomerates, national and global IT companies, and e-commerce and fintech giants 
vying for consumers. However, the vast majority of businesses are small businesses. As per the last 
annual report of the Ministry of Micro, Small and Medium Enterprises, “of the estimated number of 
633.92 lakh [63.39 million] enterprises, only 4000 enterprises were large and thereby out of the 
MSME [micro, small, and medium enterprise] Sector.”48 The overwhelming majority of businesses 
affected by the bill will be small businesses. 

It is therefore important that this bill protects personal data in a manner that protects privacy while 
allowing for innovation and economic growth. In India, a large majority of the population has 
become connected to the internet only recently. In a country with poor road, electricity, and com-
munication infrastructure, digital connectivity for this segment of the population is empowering in a 
manner that is very different than it is for those who are already accustomed to existing in a digital 
ecosystem. The following sections seek to consider the design and likely impact of the bill in this 
economic context. 



www.manaraa.com

CARNEGIE INDIA  |  9

Incorrect Solutions for Online Privacy Harms 

Problems With Consent as a Cornerstone of Data Protection

The key regulatory approach adopted in the Personal Data Protection Bill seeks to protect consumers 
from uses of data that could be harmful to them. The bill does not, however, identify specific harm-
ful practices. Instead, it makes user consent an important part of the data protection framework. In 
order to do so, it mandates that personal data can only be collected after providing notice and taking 
consent.49 Such consent must be free, informed, clear, and specific, and there must be provisions that 
allow users to withdraw it.50 In addition, other features such as time limits on data retention and 
disclosure requirements are intended to regulate how personal data can be used by data fiduciaries. 
The bill therefore focuses on adequate disclosure to individuals as a mechanism for preventing harm 
to them. 

In addition, the bill aims to reduce the gap in information about the use of personal data between 
consumers and data fiduciaries. It aims to do so by limiting the purposes of data processing as well as 
by giving users the right to access their personal data and the right to know how it will be used. Users 
can also correct their personal data stored with data fiduciaries. The bill requires that data fiduciaries 
give notice of these rights to consumers before collecting their data.51 This notice must provide, 
among other information, purposes for data collection, categories of personal data collected, source 
of collection, persons with whom such data may be shared, and information about grievance redress.52 

The proposed DPA will oversee whether data fiduciaries are complying with these obligations.53 

The Srikrishna committee regarded these provisions as foundational to the legislation: 
The notice and choice framework to secure an individual’s consent is the bulwark on which 
data processing practices in the digital economy are founded. It is based on the philosophi-
cally significant act of an individual providing consent for certain actions pertaining to her 
data.54

The committee’s report states that while consent is the basis for the digital economy, existing practic-
es of consent are broken. Based on this assumption, it proposes to empower the DPA to inquire into 
cases where the data fiduciaries or processors have “violated any of the provisions of this Act or the 
rules prescribed.”55 

The report and the bill acknowledge that users are not capable of providing meaningful consent, and 
yet—somewhat paradoxically—they build on the premise that stronger consent mechanisms can lead 
to better outcomes.56 The report argues that consent is usually obtained through complicated agree-
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ments that individuals do not read. If they read the agreements, they cannot understand them, and 
even if the agreements are comprehensible, these agreements cannot be negotiated.57 But rather than 
move away from a consent-based framework, the bill incorporates a preventive principle of con-
sent—that is, it concludes that since individuals are incapable of consenting in a meaningful manner, 
consent must be regulated. 

The bill’s approach also fails to recognize the ways in which existing legal frameworks that already 
regulate consent have failed. As stated earlier, since the 1970s, legal frameworks have predominantly 
been aimed at ensuring consent-based data protection. This legal regime shaped the data collection 
practices of tech firms that collect personal data. But securing consent has become meaningless as a 
basis for data protection, not just because of the problems with the idea of meaningful consent but 
also because sweeping technological changes have rendered the idea even more redundant. It is 
important, therefore, to ask whether doubling down on a consent-based framework is likely to 
protect personal data in India. 

The Srikrishna committee accepted that consent on the internet is “broken”: 

A preponderance of evidence points to the fact that the operation of notice and consent on 
the internet today is broken. Consent forms are complex and often boilerplate. . . . Any 
enumeration of a consent framework must be based on this salient realisation: on the 
internet today, consent does not work.58 

However, the committee goes on to state that the issue is practical rather than conceptual. In this 
view, the problem is not with consent per se but how consent-based data protection has been con-
ceived. According to the committee, a better consent architecture is likely to be more effective at 
protecting privacy.59 The provisions in the bill, however, do not radically alter existing consent 
frameworks. They continue to rest on the main assumption that consent is the best mechanism for 
protecting personal data if supplemented by additional requirements for how it is to be given—ex-
plicitly, freely, and capable of being withdrawn.60 

It is not clear how the Srikrishna committee reached the conclusion that strengthening the consent 
framework would lead to better data protection. Its report presents no empirical evidence to show 
how this revised framework would be more effective. 

Since the ability to give consent depends on whether a person is knowledgeable about what he or she 
is consenting to, any empirically grounded consent framework should seek to ascertain how far 
Indian users value their informational privacy and how they make trade-offs between the benefits of 
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consenting to digital services and the risks to their privacy.61 The bill does not base its analysis of this 
issue on any empirical studies that could answer this question. There is, however, evidence from 
other jurisdictions that shows that users have a fairly low threshold for consenting to giving away 
information about themselves. 

One study from 2011 found that users of a large software company spent a median time of just six 
seconds to read the end user license agreement that is part of the process of installing new software.62 
It further found that no more than 8 percent of users bothered to read the license agreement in full. 

Similar user behavior has been observed in other studies. An IBM survey found that, though users 
think companies should be more heavily regulated for data management, 71 percent of them were 
still willing to give up privacy to get access to the technology they sought, and only 16 percent had 
ever walked away from a company because of data misuse.63 Researchers who tracked the online 
behavior of more than 48,000 visitors to ninety online software companies found that “only 2 out of 
every 1,000 retail software shoppers access the end-user license agreement [EULAs].”64 The study 
found that “EULAs were accessed in only 63 of the 131,729 visits to software retailers (0.05% of all 
such visits) and in 44 visits to freeware companies (0.15%).”65 The study goes on to cite research that 
highlights that increased disclosure is not necessarily likely to increase readership of contract terms.66

Other research has found that some users tend to uninstall a software program if they are presented 
with a notice about a company’s data policies with the end user license agreement after they install it. 
Despite these notices, many users who still opted to download the software later wished that they 
had not done so.67 

If users do not use consent agreements to protect their online privacy, should a legal framework 
enforce a consent-based regime, particularly in the absence of clear evidence that it is likely to work? 

In addition, a consent-based framework may instead intensify existing issues. As one paper points 
out, a consent-and-notice framework designed similarly to the EU’s GDPR (as the bill is) is likely to 
exacerbate the cognitive problems in giving meaningful consent.68 The Srikrishna committee also 
noted that users must contend with an overabundance, not a scarcity, of disclosure-related 
information about consent under existing frameworks.69 If current consent mechanisms lead to 
information overload and consent overload, the idea of “stronger” consent proposed in the bill is 
likely to exacerbate these issues. The proposed framework would therefore provide more information 
to consumers (consent agreements will have to contain more disclosures and more rights and 
obligations, and fresh consent will be required for a fresh purpose), without necessarily increasing 
data privacy. 
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In addition, the existence of high penalties in the GDPR for violating notice and consent require-
ments has been critiqued on the basis that it is likely to make technology companies more risk-
averse, leading to consent agreements that have stronger opt-in clauses and are even more legalistic in 
nature.70 The bill also proposes to impose high monetary penalties for violations.71 This could work 
to the detriment of users and companies. Increased consent requirements could lead to increased user 
desensitization to consent agreements. Firms, meanwhile, may face a situation where users trust them 
less if they feel they have been misled, even though the firm has complied with legal requirements.72 

Alessandro Acquisti, a professor of information technology and public policy, points out that an 
overreliance on consent would create its own costs that could undermine the goals of data protection. 
He writes: 

Additional costs . . . comprise the social losses due to ‘incoherent privacy policies’: amidst a 
complex array of legislative and self-regulatory initiatives, both consumers and firms are 
uncertain about the level of protection afforded to, or required for, various types of personal 
data. This uncertainty is costly in itself, in that it forces data subjects and data holders to 
invest resources into learning about the admissibility of a given data practice. It also creates 
costly second order effects, in that it may lead both data subjects and data holders to ineffi-
ciently under- or over-invest in data protection.73 

The proposed notice-and-consent framework may therefore be counterproductive. It may not actual-
ly prevent harms from online activity but instead exacerbate moral hazard. Users could place in-
creased reliance on regulation and become more careless in their online behavior. Additionally, 
cognitive loads on users may increase. This could, in turn, make consent requirements futile for 
protecting personal data. If the proposed notice-and-consent framework is not even going to be able 
to achieve its stated objective of implementing a preventive privacy framework, its costs for a country 
like India would outweigh the benefits. 

Limitations on Data Processing

The bill proposes various limitations on data processing. These are rooted in the idea that consumers 
have little knowledge of how their data are being processed. The bill proposes that data should be 
processed only for specific, clear, and lawful purposes;74 that the purpose be reasonable;75 that they be 
limited to those consented to by users;76 and that only data that are necessary for such purposes 
should be collected.77 In addition, data storage limitations require that data be deleted once the 
purpose for its collection has been fulfilled.78 
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The rationale behind these requirements is that preventive limits on personal data are likely to result 
in better individual control over the use of one’s personal data and reduce the scope for personal 
harm. The Srikrishna committee report states: 

If abuse of power is to be prevented, it is critical that the data fiduciary is obliged to use the 
personal data entrusted to it by the data principal only for the purpose for which the princi-
pal reasonably expects it to be used. This is the germ of the collection and purpose limitation 
principles.79

These provisions are agnostic to the kinds of harms that may occur due to the processing of data. 
Instead of being narrowly tailored toward reducing specific harms, they impose significant preventive 
obligations with respect to data processing. 

However, some of these requirements are at odds with the evolving nature of the digital economy. 
Compliance with these could lead to productivity losses for India. For one, they seem out of tune 
with the increased adoption of machine-learning technologies that rely on large datasets to provide 
services. Big data has been defined as “high-volume, high-velocity and high-variety information 
assets that demand cost-effective, innovative forms of information processing for enhanced insight 
and decision making.”80 The difference between conventional analytics and big data or ma-
chine-learning analytics is that “programs don’t linearly analyze data in the way they were originally 
programmed. Instead they learn from the data in order to respond intelligently to new data and 
adapt their outputs accordingly.”81

The predictions derived from big data often cannot be foreseen. The “opacity” of data processing, the 
use of high quantities of data, and “the use of new types of data” are what set big-data analytics apart 
from conventional ones.82 Limiting use of data to predefined purposes might hamper such innova-
tions. For example, the Norwegian Data Protection Authority points out that “it is possible that a 
person’s Facebook activities are built into an algorithm that determines whether she will obtain a 
mortgage from the bank.”83 While such a use may in some cases violate a purpose limitation, it could 
also benefit potential seekers of credit. A financial service provider with access to such data could 
potentially reach out to an underserved individual with an offer of credit. In such a case, the benefits 
of having a purpose limitation would have to be weighed against the costs of the opportunity fore-
gone: increased access to credit. In India, this has important implications for meeting national 
economic objectives such as financial inclusion. 
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Additionally, the bill limits the purposes of data collection to those that a user might “reasonably 
expect.”84 As highlighted earlier, a distinctive feature of big data is the difficulty in understanding 
how personal data may be used in decisionmaking by algorithms. While the Srikrishna committee 
report refers to a harms-based test, the bill does not incorporate any such requirement. 

Similar concerns have been raised with regard to other provisions of the bill. For example, there is a 
possibility of conflict between the provision for algorithmic accountability and the use of other 
emerging technologies such as blockchain.85 A blockchain is a “digital database containing informa-
tion that can be simultaneously used and shared within a large decentralized, publicly accessible 
network.”86 Blockchain technology is increasingly used in businesses such as e-stamping, logistics, 
and payment systems.87 

If personal data are stored on blockchain-based databases, such uses would be subject to the require-
ments of the bill. For example, the bill would require a central node or person to be accountable for 
the operation of the blockchain as a data fiduciary. However, certain kinds of blockchain designs, 
such as decentralized blockchains, have no central issuer or controller. The use of such systems could 
lead to difficulties in how accountability for data processing is assigned.88 Blockchain is being increas-
ingly used in significant economic sectors in India, such as the TReDS platform for trade invoice 
discounting and the digitization of land records.89 While these are largely government platforms, the 
technology can also be used by private players for protecting intellectual property and enforcing 
contracts. The provisions of the bill could potentially limit the uses of this technology. 

The bill, therefore, seeks to regulate the way technology is used without narrowly identifying harms 
that could arise from its use. In doing so, it would circumscribe many beneficial uses of emerging 
technologies. 

Alternative Solutions for Protecting Online Privacy

The consent-and-notice framework, as well as the limitations on data processing discussed below, 
assume that consumer privacy costs under the proposed framework are lower than the benefits of 
protecting consumer privacy. This may not be the case. First, consumers incur opportunity costs in 
getting informed about their privacy. For example, there are significant costs to being properly 
informed about potential risks to privacy by perusing though privacy policies of companies.90 Sec-
ond, investment in privacy-enhancing technologies is also a cost for consumers.91 And third, con-
sumers who prevent their data from being processed forego the benefits that accrue from such 
processing. 
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A stocktaking of these costs and benefits would be of great relevance to emerging economies such as 
India. The government’s report on fintech states that the use of emerging technologies, such as 
artificial intelligence and blockchain, could help address significant issues of access to finance for 
large sections of society, particularly small businesses.92 

A country like India—with low levels of access to credit, insurance, and other financial services—
may potentially make very different trade-offs between the need for such access on the one hand and 
the need for informational privacy on the other. By constraining the scope for innovation, the bill 
arguably overprotects informational privacy at a significant cost to the economy. 

The bill does not actually state what harms the provisions on both notice-and-consent and data 
collection limitations are trying to protect users from. As a result, they are not narrowly tailored 
toward protecting against harms. Further, they carry a serious risk of restricting innovations that 
could significantly benefit India. 

The argument here is not that data fiduciaries should be allowed to use personal data without con-
sent but rather that regulating consent to protect personal data is not an effective solution. Principles 
of consumer protection in other economic activities, such as finance, usually prohibit specific kinds 
of contractual provisions and require the disclosure of specific kinds of activities to consumers. This 
is narrowly tailored toward the kinds of conduct that could cause harm to consumers. 

This regulatory approach is followed in many other sectors. For example, the EU’s directive on unfair 
contractual terms states that 

A contractual term which has not been individually negotiated shall be regarded as unfair if, 
contrary to the requirement of good faith, it causes a significant imbalance in the parties’ 
rights and obligations arising under the contract, to the detriment of the consumer.93

This wide language is constrained by requiring that the unfairness of the contract be assessed “taking 
into account the nature of goods and services . . . the circumstances attending the conclusion of the 
contract . . . [and] to all other terms of the contract.”94 This cross-sectoral directive is intended to 
protect consumers from unfair contractual terms and requires member states to put in place mea-
sures to protect consumers from such terms.95 

To follow this approach, the bill would have to move from a positive to a negative list approach. This 
would mean that, if users have willingly consented to the use of their data, the privity of such 
contracts must be respected. There could be certain exceptional circumstances or contractual 
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provisions that may be deemed too harmful for consumers, and a regulatory agency may be given the 
power to periodically determine what such terms could be. For the rest, no limitations or liability 
should be imposed on the use of personal data if consumers have willingly consented to its use. 

This would imply that the provisions that require detailed notice and consent would not be required. 
While data would still have to be processed with user consent, the limitations on purpose, fairness of 
processing, and data storage would not be required. This approach could potentially have a better 
chance to protect user privacy in the most cost-effective manner. 

New Compliance Costs and their Economic Impact

The preventive approach adopted in the Personal Data Protection Bill is reflected in other provisions 
that significantly increase compliance requirements for all firms that process data in India. Since 
“processing” has been defined expansively (for example, also to include the collection of personal 
data), these requirements would apply to all businesses.96 However, the costs of these requirements 
for businesses have not been assessed. The key implications of these provisions for Indian businesses 
are set out below. 

A Significant Increase in Compliance Costs

The bill proposes requirements that all entities processing data will have to comply with. These 
include data-minimization requirements, notice-and-consent requirements, privacy by design, 
organizational and management requirements, transparency requirements, security safeguards, 
localization requirements, and the creation of grievance-redress systems. Significant data fiduciaries 
would have to implement these and other compliances: data protection impact assessments, appoint-
ments of data protection officers, record-keeping requirements, and data audits. 

While the bill proposes exemptions for small entities and for certain purposes such as journalistic and 
research purposes—as well as heightens requirements for significant data fiduciaries—most obliga-
tions will be applicable to all businesses, irrespective of the types of risks and the probability of harm 
involved. 

In addition, the bill proposes user rights modeled on the GDPR. Users will have the right to port 
their data for a fee, seek information on how their data has been used, and have the right to correct 
it.97 Users will have the right to ask firms to delete their personal data (that is, they will have the right 
to be forgotten).98 Finally, the bill proposes a data localization regime, with tiered restrictions de-
pending on whether the data are merely personal, sensitive personal, or critical personal.99 
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The costs of incorporating these requirements is significant. This has been highlighted by studies on 
the costs of implementing GDPR requirements for businesses within the EU.100 

For example, in the United Kingdom, the Ministry of Justice estimated that implementing the 
GDPR would mean a net annual cost of 220 million British pounds (GBP) to the country in the 
first year and a total net cost of GBP 2.1 billion in the first fourteen years.101 Of this amount, the 
cost of conducting impact assessments were estimated to be between GBP 67 million and 81 mil-
lion,102 and the costs of employing a data protection officer for affected firms within the United 
Kingdom were estimated to range between GBP 60 million and 244 million.103 The Indian bill has 
similar requirements, and implementing these would entail significant economic costs in India as 
well. 

A study by the technology firm Cisco on the challenges of implementing the GDPR found that 
while respondents saw benefits from adopting its requirements, they faced some key challenges, such 
as meeting data security requirements, changing business processes to meet regulatory requirements, 
complying with privacy by design requirements, and hiring data protection officers.104 These chal-
lenges are likely to be exacerbated in India, whose economy is poorer and much less digitized com-
pared to the EU. 

A checklist published in A Practical Guide for GDPR Compliance is a useful indication of the compli-
ance requirements that Indian businesses are likely to face if the bill is enacted.105 Table 1 provides 
some key compliance requirements and shows how these will have to be performed by almost all 
businesses under the bill. 

The requirement of data localization could be onerous for Indian businesses. Firms across the econo-
my would have to adopt localization measures to varying degrees, even though no evidence of the 
economic benefits from such measures has yet been provided. A study from 2014 estimated that 
developing countries such as Brazil and India would see negative impacts on GDP from any imposi-
tion of economy-wide localization measures. This study also estimated that domestic investment in 
India could see a reduction of up to 1.4 percent due to localization requirements.106

The provisions related to localization also have the potential to create significant regulatory uncer-
tainty. The bill proposes that all data classified as critical personal data be stored and processed only 
in India.107 Such data can be transferred under certain circumstances if the DPA grants approval or if 
the government specifically authorizes such transfers.108 However, since critical personal data has not 
been defined, this can cause significant uncertainty for businesses that will have to localize personal 
data. 
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Description of major compliance requirements  
under the GDPR Similar provisions in India’s bill
“Review and update current privacy and data protection policies to 
ensure conformance with the GDPR.” 

“Develop and implement employee training on data protection,  
the GDPR, and the rights and freedoms of data subjects.”

Failure to bring internal policies into compliance with the bill could 
lead to penalties under S. 57–61. In addition, compensation may be 
required to be paid under S. 64 to any person who suffers harm as 
a result of a violation.

“Implement appropriate mechanisms for establishing and  
receiving consent from data subjects, reflecting the elevated 
conditions on consent.”

S. 11 requires that consent be free, informed, clear, and specific. 

“Determine how to collect and store evidence of elevated consent.”
S. 11(3) requires that “ . . . consent of the data principal in respect 
of processing of any sensitive personal data shall be explicitly 
obtained . . .” 

Develop “a method of withdrawing consent, that is just as simple  
as giving consent.”

S. 11(2)(e) requires that data fiduciaries have to ensure that 
consumers/data principals have the ability to withdraw consent 
after having given it.

“Develop capabilities for responding to data-access requests by  
data subjects.” S. 17 provides a right of access.

Notify users “of the right to object to processing, as well as rights  
of rectification and erasure.”

S. 18 provides for the “right to correction and erasure.” S. 20 
provides for the “right to be forgotten.”

“Implement policies and processes for the new requirements under 
GDPR, such as the rights of data subjects.”

Policies will have to be designed to implement Chapter V on 
“Rights of Data Principal.”

“Responding to data-portability requests using an appropriate  
digital format, and when required, transmitting the requested  
data directly to the new provider.”

S. 19 provides for the “right to data portability.”

“Assess the principle of data protection by design and by default 
against . . . current systems and processes.” S. 22 requires that businesses adopt a privacy-by-design policy.

“Document all data processes and bring them into alignment with 
GDPR requirements. Keep accurate records of all data processing 
activities.”

Necessary for complying generally with the bill, but also with 
specific requirements such as purpose limitation requirements 
under S. 5, collection limitation under S. 6, and fair and reasonable 
processing requirements under S. 4.

“Appoint a data protection officer.” Required for significant data fiduciaries under S. 30.

“Review data sharing and processing agreements with other 
organizations, and evaluate their compliance with the provisions of 
the GDPR.”

“Review the organizational and technical measures embraced by 
third parties to protect personal data, and the efficacy of such 
approaches.”

“Develop or adopt certification mechanisms or codes of conduct to 
govern data protection by third-party organizations.”

S. 31 regulates how data fiduciaries can outsource data processing 
activities. S. 10 makes the data fiduciary responsible for “any 
processing undertaken by it or on its behalf” in the bill.

TABLE 1
Description of Tasks for GDPR Compliance Relevant to India’s Personal Data Protection Bill
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Description of major compliance requirements un-
der the GDPR (continued) Similar provisions in India’s bill (continued)
“Conduct an end-to-end data inventory and audit, so as to know 
every location where personal and sensitive personal data is 
located, processed, stored, or transmitted.”

S. 29 requires data audits by significant data fiduciaries.

Monitor “data flows to and from countries outside of the 
European Union, considering the lawfulness of such transfers 
under GDPR.”

S. 34 regulates cross-border transfers of personal data. All 
firms that transfer data outside India will be required to comply 
with this requirement.

“Identify organizational and technical measures that make 
personal and sensitive personal data inaccessible to the 
organization, to protect the rights and freedoms of data subjects.” 

Implement “identity management and access control, to ensure 
only the right people have access to data at the right time.”

S. 24 requires data fiduciaries to create security safeguards.

“Keep good records of the organizational and technical measures 
evaluated and implemented.” 

Ensure ability to “demonstrate actions and mitigations aligned 
with GDPR compliance when being audited or monitored by a 
supervisory authority.”

S. 49(2)(a) enables the Data Protection Authority to supervise 
all data protection measures taken by data fiduciaries.

“Establish the lawful basis for each category of data held and 
associated processing undertaken on such data.”

Processing can take place on the basis of consent under S. 11, 
or one of the grounds mentioned in S. 12-14. The basis for such 
processing has to be established.

“For services targeted directly at children, establish appropriate 
practices for verifying data subjects’ age and, where necessary, 
for gaining parental or guardian consent.”

S. 16 regulates the collection of children’s personal data.

“Implement appropriate policies and notification schemes that 
will be triggered in the event of a data breach.”

S. 25 requires that data fiduciaries inform the DPA of data 
breaches “where such breach is likely to cause harm to any 
data principal” and undertake remedial measures.

Develop “automated tools for discovering, cataloguing and 
classifying personal and sensitive personal data across . . . [the] 
organization.”

The bill also distinguishes between personal data and sensitive 
personal data, and places different compliance requirements 
for the same.

SOURCE:  For the first column, see see Druva, “A Practical Guide for GDPR Compliance,” Osterman Research White Paper, 2017.

Note: In the first column, the author has cited verbatim excerpts from the original table (on pages 9–19 of the white paper) but not the entire original table. 
The table that appears here should not be interpreted as a full encapsulation of the original table, only a verbatim subset of its findings. In addition, the 
verbatim excerpts have not been cited in the same order as in the original table. The second column is based on the author’s analysis of the Personal Data 
Protection Bill. Verbatim excerpts from the bill in this column, where used, have been placed within quotes. 
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Firms would also incur other compliance costs owing to the regulatory requirements imposed by the 
government and the DPA.109 Under the bill, all data fiduciaries will have to report their compliance 
to the authority.110 In addition, they will have to follow codes of practice framed by the DPA with 
regard to subjects such as security safeguards and notice and consent.111 Importantly, the bill allows 
the government to frame substantive law by allowing it to create additional categories of sensitive 
personal information.112 If other categories of sensitive personal information are added, the scope of 
regulation covered by the bill would increase, adding to compliance costs. 

The Expropriation of Nonpersonal Data 

The Personal Data Protection Bill provides for the government-mandated sharing of privately collect-
ed and developed nonpersonal data. Section 91(2) of the bill states that the government may 

direct any data fiduciary or data processor to provide any personal data anonymised or other 
non-personal data to enable better targeting of delivery of services or formulation of evi-
dence-based policies by the Central Government, in such manner as may be prescribed.

The first element of uncertainty this provision creates stems from its inclusion in a bill ostensibly for 
protecting personal data. Second, this provision does not indicate the manner in which the govern-
ment will use such data and does not specify whether businesses mandated to share such data will be 
compensated for the same. This sanction for forced transfer gives the central government the power 
to expropriate intellectual property and is likely to have deleterious effects on the incentives for 
innovation in the long run.113 

This provision stands in stark contrast to other mechanisms through which the government dilutes 
intellectual property under other laws. Under the Patents Act, 1970, the government can issue 
compulsory licenses only if 

“(a) . . . reasonable requirements of the public with respect to the patented invention have not 
been satisfied, or 
(b) that the patented invention is not available to the public at a reasonably affordable price, or 
(c) that the patented invention is not worked in the territory of India.”114

Similarly, under the Copyright Act, 1957, the government can issue a compulsory license during the 
term of copyright only if the owner of the copyright 

“(a) has refused to republish or allow the republication of the work . . . and by reason of such 
refusal the work is withheld from the public; or 
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(b) has refused to allow communication to the public by [broadcast] of such work.”115

The bill however does not limit the circumstances in which the government can mandate sharing of 
nonpersonal data. The proactive use or misuse of such powers are likely to reduce incentives for 
investing in creating nonpersonal data and deriving innovative uses from such data. Lastly, the bill 
does not require the central government to provide compensation to those who may be required to 
share nonpersonal data.

The Problematic Conception of “Harm” 

The Personal Data Protection Bill seeks to impose regulatory requirements on businesses based on a 
consideration of whether the use of data is likely to cause harm.116 However, the definition of “harm” 
is likely to constitute a significant potential for imposing misdirected compliance costs for businesses 
and could potentially stifle many legitimate innovative practices.117 

This is because some of the components of what constitutes harm have no clear underlying rationale. 
“Any discriminatory treatment” is one such harm.118 Discrimination is, however, inherent and 
necessary in a number of business decisions. For example, in the business of giving credit to individ-
uals, public policy should address the legitimate problem of individuals being discriminated against 
solely on constitutionally protected grounds such as gender or caste. Yet it would be problematic to 
classify a business decision as a harm if one of these constitutionally protected grounds is combined 
with other criteria, such as income profile, value of personal assets, and credit history. 

It is unclear what forms and types of discrimination the bill seeks to prevent. The constitution 
recognizes that discrimination is problematic on certain grounds and in certain aspects of public life, 
such as access to public spaces and employment.119 The bill does not maintain this balance between 
the need to legitimately discriminate between consumers and problematic grounds of discrimination. 

The bill’s definition of harm is used to
•	 decide the kinds of security safeguards required, 
•	 design “privacy by design” policies, 
•	 classify entities as “significant data fiduciaries,” 
•	 impose penalties on businesses and payment of compensation, 
•	 conduct data impact assessments that have to be done before any new technology is intro-

duced, and 
•	 differentiate between personal and sensitive personal data, among others. 
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Therefore, not only is the definition of harm overinclusive, it is likely to distort privacy regulation. 
The definition must be reworded to focus more narrowly on harms that could emanate from the 
misuse of online data. 

For example, in the United Kingdom, the Home Department has prepared a typology of online 
harms that include cyber bullying, child sexual exploitation, publishing/propagating terrorist content 
and activity, intimidation, hate crimes, incitement of violence, spreading disinformation, and pub-
lishing or posting child pornography.120 A similar focus on specific harms could reduce compliance 
requirements while at the same time make privacy-protection requirements more effective. 

The Potential Impact on Economic Activity

Section 39 of the bill permits small entities to avoid application of various provisions of the data 
protection law.121 But a business can be exempted only if it manually processes data and also meets 
other conditions specified by the DPA. Thus, a significant number of enterprises will have to comply 
with the bill’s requirements. 

The annual report from the Ministry of Micro, Small and Medium Enterprises classifies a micro 
enterprise in the services sector as one with an annual turnover of 1 million Indian rupees 
($14,000).122 In 2017–2018, most firms in India were classified as micro enterprises.123 However, the 
requirement that firms should manually process data means that some of these would not be able to 
avail of the exemptions. 

Many small businesses collect and process personal information in a manner that is incidental to 
their core business. Such small enterprises would therefore see a significant increase in compliance 
costs. Even though the bill potentially exempts many businesses from some of the most onerous 
compliance requirements, they would still have to comply with other requirements including notice 
and consent, data localization, the right to access, and the correction of individual data.

Larger and more organized firms, especially in the financial and telecommunications sectors, are 
already subject to regulators’ data security and confidentiality requirements. While compliance costs 
would increase for such firms as well, the magnitude of the increase would be less than that for small 
businesses that would face large compliance requirements related to data processing for the first time. 

The bill could therefore not only increase compliance costs across the economy without necessarily 
protecting informational privacy, it could also reduce the competitiveness of small businesses. Smaller 
firms and start-ups would incur significant expenses in proportion to their overall costs in order to 
meet such compliance requirements.124 
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A stocktaking of the major issues leading to potentially significant compliance costs for Indian 
businesses highlights the following issues: 

•	 Significant costs arise due to the overarching preventive framework in the bill. 
•	 The proposal to expropriate nonpersonal data is likely to have significantly negative effects on 

long-term incentives for innovation and could also be challenged as an unconstitutional taking of 
private property in the absence of a proper framework for compensation.

•	 The provisions on harms are not narrowly tailored and could distort the regulation of data-
related services. 

The Amplified Power of the State and the Dilution of Privacy

Strengthening the Supervisory Powers of the State

The Personal Data Protection Bill significantly strengthens the power of the state to regulate the 
behavior of businesses that collect personal data and, at the same time, grants the Indian government 
the latitude to allow any government agencies to opt out of complying with the bill’s requirements.125 
This has resulted in a paradox where privacy legislation can significantly undermine privacy interests. 

The bill proposes to vest the government with significant powers with regard to privacy regulation. 
For example, the government will have the power to set standards with respect to additional catego-
ries of sensitive personal data and voluntary identification methods that social media companies will 
have to implement.126 

In addition, its power to exempt any government agency from the provisions of the legislation 
constitutes a potential dilution of existing safeguards against government surveillance. At present, 
government surveillance has to take place as per the procedure described under the Telegraph Act, 
1885, or the Information Technology Act, 2000.127 

Under the bill, however, the government will have the power to frame rules regarding “such proce-
dure, safeguards and oversight mechanism to be followed by the agency.”128 This constitutes an 
independent source of power to create rules regarding surveillance and empowers the government to 
potentially create different safeguards for different agencies. 

The bill also bifurcates the regulation of online businesses between the government and the DPA, 
and the reason for doing so becomes apparent once the nature of regulatory powers given to each is 
examined. For example, the government has substantive regulatory powers to regulate social media 
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intermediaries and require them to implement identity verification mechanisms.129 They will be 
treated as significant data fiduciaries and will be required to register with the DPA. It is unclear what 
privacy concerns are sought to be addressed through these provisions. Identity verification could 
actually result in the opposite—it could compromise the principle of anonymity on the internet. 

The DPA, however, has been given a general mandate to “protect the interests of data principals, 
prevent any misuse of personal data, ensure compliance with the provisions of this Act, and promote 
awareness of data protection.”130 

The bill gives the authority extensive powers to enforce many of the obligations set out. For example, 
the DPA will have the power to regulate significant data fiduciaries, monitor cross-border transfers of 
data, and develop mechanisms for creating “data trust scores.”131 For the DPA to perform its 
functions, the bill proposes that it should have powers to frame regulations, issue directions, seek 
information, and conduct inquiries.132 

The bill also gives other powers to the authority, including writing regulations to issue codes of 
practice for subjects such as notice requirements, quality of personal data, manner of obtaining 
consent, portability, transparency and security requirements, and cross-border transfers.133 Such codes 
of practice have to be specified through regulation or by approving codes of practice submitted by 
industry bodies, statutory authorities, or government agencies.134 The DPA can exercise these powers 
only after it has consulted sectoral regulators and other stakeholders in a manner defined by the 
central government.135 

To enforce provisions, the authority will have powers to call for information and to inquire into any 
activity that “is detrimental to the interest of data principals” and to impose penalties for the same.136 
In addition, it will also be vested with the power to search offices and other premises and to seize 
documents and other information.137 

The extensive functions and powers given to the government and the DPA amount to a significant 
addition to the state’s powers to regulate online behavior and the practices of businesses that process 
user data. The government and the DPA are required to ensure a high level of preventive require-
ments for data protection on the one hand and to address harms and disputes through a wide array 
of regulatory powers on the other. This is likely to lead to two significant issues: in defining priorities 
for regulation and capacity building and in the exercise of powers compliant with the rule of law. 
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The Challenges for Regulatory Capacity

Challenges to the regulation of data emanate from the nature of data itself. Data are nonexhaustible, 
and the quantity of data being generated from online activity is growing exponentially.138 In 
addition, the uses of data are growing rapidly due to technological advancements.139 This creates 
problems for regulators. If the quantity and uses of data are increasing at a rapid pace, how do 
regulatory agencies effectively prevent and redress harms in a field as wide as data protection? 
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This question is especially relevant for India given its low regulatory capacity.140 Figure 1, based on a 
comparison of regulatory quality across multiple jurisdictions highlights this issue.141 India performs 
much lower than many other countries with data protection laws in force, such as France, Germany, 
and the United Kingdom. The functioning of the DPA is likely to be severely constrained given the 
expansive scope of its mandate under the bill and the generally low regulatory quality of the state. 

To fulfil their mandate, the government and the DPA will have to prioritize their objectives. For 
example, to prevent a specific harm such as a data breach, the authority will have to issue a code of 
practice to require security safeguards for preventing that harm and monitor compliance as a preven-
tive measure, while also offering remedies in cases where such harm is caused. Given that the DPA’s 
capacity will be finite, its regulatory approach toward focusing on one or the other is likely to be 
determined by multiple factors: cost-effectiveness, ease with which it can implement the solution, 
and compliance costs for regulated entities. 

However, it would be inherently difficult to determine the correct approach given the high volume of 
data being generated, the high speed of innovation, and the consequent emergence of new risks, 
taken together with the cross-sectoral mandate of the DPA. 

For example, the authority will have to set standards for methods of deidentification and anonymiza-
tion requirements and to adjudicate on whether these standards are being complied with. Both these 
tasks are inherently difficult given the speed and nature of advancements in data processing. The 
DPA will therefore require a high amount of expertise and sophistication to decide what counts as 
deidentification and anonymization in a context where new methods of anonymization and reidenti-
fication will evolve rapidly.142 

Sectoral regulators do not face a problem of this scale due to their relatively limited remit.143 For 
instance, banking regulators regulate banking entities and intermediaries, and telecommunication 
regulators narrowly regulate entities within their defined jurisdiction. Their relatively closer linkages 
to specific markets allows them to formulate regulatory strategies with better information and within 
a narrower domain. The DPA, however, will regulate the protection of data across multiple sectors 
without the expert knowledge of the specific contexts of any of them, and it will have to do so in a 
country with a historically low capacity to regulate well. 

This could lead to counterproductive results. In the face of a daunting mandate and low capacity, the 
DPA may choose to mimic the appearance of effective regulation by enacting a wide number of rules 
and prescriptions without worrying about outcomes. Lant Pritchett, Matt Andrews, and Michael 
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Woolcock have called this phenomenon “isomorphic mimicry”: a “combination of capability failure 
while maintaining at least the appearance and often the legitimacy and benefits of capability as 
‘successful failure.’”144

Alternatively, the DPA might choose to signal its effectiveness by using its powers in a draconian 
manner. Given the wide range of regulatory tools at its disposal and the high ceilings on monetary 
penalties, it may choose to enforce the law aggressively rather than effectively.145 

Proper Exercise of Powers by the Government and the DPA

The DPA will have the power to create substantive additional legal requirements (by, for example, 
defining new types of sensitive personal data and reasonable purposes for data processing). It will also 
have the power to clarify legal obligations (such as age and consent verification mechanisms, 
mechanisms and formats for notice and consent, and measures for ensuring transparency and 
accountability in data protection) and to impose penalties for legal violations. 

Given the wide range of powers and functions of the DPA, the institutional framework must ensure 
that it functions transparently and deliberatively and that it does not abuse its discretion. However, 
the proposed legal framework does not ensure this. 

First, the proposed structure and design of the authority’s board does not contain any independent 
members.146 Most regulators in India, and globally, have at least some independent members to 
provide independent inputs and oversight in the functioning of a DPA. 

Second, there are inadequate checks and balances on the regulation-framing powers of the govern-
ment and the DPA. While the bill requires that codes of practice be promulgated only after consulta-
tion, it leaves it to the government to prescribe the process to be followed by the DPA for such 
consultations.147 The bill does not require the government to follow any such consultative process for 
its exercise of rule-making powers. 

Unlike the United States, India does not have a general administrative framework that requires 
government agencies to consult with stakeholders.148 Consequently, Indian regulatory agencies do 
not usually consult stakeholders while framing regulations.149 To add to this, judicial review of 
regulations is usually confined to due-process requirements enumerated in the parent law establishing 
the agency. If such requirements are absent, courts traditionally defer to the regulatory agencies.150 
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Therefore, in the absence of a provision in the bill that explicitly lays down the consultative process 
to be followed, the government and the DPA may not follow a regulation-making procedure that is 
adequately consultative or transparent. 

The DPA is therefore likely to be a regulatory agency with severe capacity constraints, highly discre-
tionary powers, and inadequate accountability mechanisms. These design flaws could have a signifi-
cant effect on the regulatory burden posed on firms across the economy without necessarily protect-
ing informational privacy effectively. 

Some of these issues become more significant with respect to the government. The broad power to 
exempt government agencies from the purview of this bill is extremely problematic, given that the 
government already has such powers under existing laws. The bill, in creating an independent source 
of power for state surveillance, increases threats to individual privacy. It is unclear what problem this 
power is intended to solve. If, however, such exemptions are to be given, the procedure to be fol-
lowed by government agencies to violate data protection requirements must be stated explicitly in the 
legislation. 

Designing a More Effective Regulatory Framework

Moving to a regulatory approach that focuses primarily on harms arising from contractual terms and 
that reduces obligations on businesses is likely to reduce the regulatory mandate of the government 
and the DPA significantly. Further, a pragmatic decision regarding the thresholds for exempting 
small businesses will enable the DPA to focus its regulatory capacity on a smaller universe of busi-
nesses. While this approach does not do away with the intrinsic issues with the regulation of data, it 
could potentially increase regulatory efficiency. 

Even with this reduced scope of regulation, it is essential that the government and the DPA follow a 
sound regulatory process. To ensure that they do so, the details of the process of framing rules and 
regulations must be included in the bill. 

Conclusion: A More Pragmatic, Privacy-Oriented Approach to Data Protection

To summarize, this paper highlights the following major issues with the Personal Data Protection 
Bill. 

First, the bill requires notice and consent for the collection of data and also places other significant 
obligations on data processing. These taken together may not actually protect privacy adequately, as 
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they are based on principles for the regulation of data (fair information practices) devised before the 
current structure of the market came into existence. These also do not protect users from harms 
emanating from a violation of privacy. These obligations may instead increase moral hazard and lead 
to users overestimating the benefits of privacy regulation. 

Second, the bill is not based on any empirical understanding of the trade-offs users make while 
providing their information. The Srikrishna committee, which drafted the first version of the bill, did 
not undertake any study to assess the specific contexts in which users are willing to exchange person-
al data for benefits. Evidence from other jurisdictions points to such trade-offs differing depending 
on the context of the transaction. To the extent that the bill protects privacy without evidence of its 
relevance to users, it may negatively affect benefits accruing from data-led innovation without 
effectively protecting personal data. 

Third, the bill proposes to impose significant compliance costs on firms engaged in data processing. 
While small ones are exempt from many obligations, these exemptions will only apply to businesses 
that manually process data. As a result, a large cross-section of economic actors would have to incur 
significant costs to implement the bill. The provisions requiring businesses to hand over nonpersonal 
data to the government are particularly onerous and constitute a significant dilution of property 
rights. This could have negative long-term effects for innovation and economic growth. 

Fourth, “harms” are not well defined. Many of these activities are inherent to many business deci-
sions. The bill’s definition of harm could significantly distort the regulation of businesses while not 
delivering privacy protection. 

Fifth, the powers given to the government to exempt government agencies from the bill for the 
purposes of surveillance constitute a new and independent power to collect personal data. It is 
unclear why this provision is required, and the bill does not create adequate checks and balances for 
the use of these powers. 

Finally, the design of the DPA suffers from structural issues. The broad preventive framework of the 
bill will impose serious capacity constraints on it. The proposed composition of the authority does 
not allow for independent inputs and oversight. The DPA may also not be required to follow ade-
quate consultative processes in its regulation-making functions. 

These issues suggest a need for a more pragmatic and modest approach to data protection and harms 
from misuse of personal data. Since the bill treats privacy as an end, the proposed framework is 
preventive, all-encompassing, and highly regulated. In doing so, it significantly strengthens the power 
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of the state to regulate entities that collect data and gives the state additional levers to conduct 
surveillance. There are obvious limits to the efficacy of protecting privacy through this regulatory 
design. Instead, the framework should narrowly and precisely focus on problems that can be mean-
ingfully addressed through regulation. The following points enumerate the possible components of 
such a framework: 

1.	 Data should not be collected and processed without consent. Businesses that violate this 
principle would also violate Indian constitutional norms of informational privacy,151 as well as 
the property interests of users. At the same time, consenting individuals must be allowed to take 
responsibility for their choices. 

Regulation in other consumer-oriented sectors usually takes the form of determining whether 
certain contractual clauses and practices are unfair, deceptive, or misleading for consumers.152 
The bill should reorient its focus from imposing preventive obligations to identifying and regu-
lating such practices, as well as clauses in data sharing agreements. 

The bill does not adequately protect against specific injuries or harms that can be caused to users. 
The focus should be on preventing injury to individuals and society that emanate from a breach 
of data privacy —such as discrimination on constitutionally protected grounds, identity manipu-
lation, financial theft, fraud, and threats to sovereignty and national integrity. This focus on 
injury prevention must also be used to reformulate the provisions on harms. 

Data fiduciaries should be held accountable for causing injuries of the nature described above. 
They should, however, not be required to implement preventive measures against all potential 
misuse of data. Regulation should narrowly address market failures.153 Reorienting to a narrowly 
tailored approach would require a shift away from obligations such as privacy by design and 
appointment of data protection officers. 

2.	 The remaining preventive regulatory obligations should be layered, based on an assessment 
of their costs and benefits. Obligations for firms that do not process data intensively or that do 
not handle sensitive personal data should be reduced in a manner commensurate to the risks 
from their activities. One such reduction may be to remove the condition that businesses have to 
manually process data in order to avail of the exemptions.  

3.	 Regulatory uncertainty must be reduced. Ambiguities in the bill must be minimized to im-
prove business certainty. Currently, there are three major issues in the bill that could lead to 
significant regulatory uncertainty. First, it lacks a sufficiently clear definition of critical personal 
data. Second, it does not specify criteria for approving cross-border transfers of data. Third, it 
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gives the government the power to mandate sharing of nonpersonal data without any limitation 
on the use of this power or details regarding the payment of compensation.  

4.	 The power given to the government to exempt any government agency from the require-
ments of the bill should be balanced with adequate safeguards enumerated in the bill itself. 
The government should not be given the power to decide which agencies are exempt and the 
power to decide what safeguards would apply to such agencies.  

5.	 The mandate given to the DPA should be cognizant of state capacity constraints in India. 
The nature of the data economy will make it close to impossible to regulate data processing 
effectively. The other proposals outlined here can rationalize the scope of the DPA’s mandate. For 
example, the authority would no longer have the mandate to regulate the right to access, the 
right to be forgotten, and others. In addition, it would not have the mandate to decide how 
obligations such as purpose limitations are to be implemented. Further, the removal of the 
ambiguities listed above would provide greater clarity to the DPA on how to implement import-
ant provisions of the bill. Finally, raising the threshold—below which firms would be exempt—
would significantly reduce the number of businesses subject to the DPA’s jurisdiction and enable 
it to focus on data-intensive businesses.  

6.	 The DPA and the government should follow a highly consultative process for 
decisionmaking. This is considerably more important in this case than for other regulators 
because of the cross-sectoral applicability of regulations under the bill. 

The bill should accordingly be modified to require the government and the DPA to follow a 
detailed consultative process for all rules, regulations, and codes of practice they formulate. The 
Financial Sector Legislative Reforms Commission (2013) proposed a detailed consultative 
process for financial sector regulators that was enshrined within the legislation itself.154 This 
required the board or the apex decisionmaking authority of the regulator to initiate a regula-
tion-making process by first publishing a draft of the proposed regulation, along with a note 
explaining the reason for the proposed regulation and an analysis of its costs and benefits. It 
further proposed that all financial sector regulators solicit public comments on the draft and 
publish a general response to these before framing the final regulation.155 

Among other regulators, the Telecom Regulatory Authority of India, the Airports Economic 
Regulatory Authority, and the Insolvency and Bankruptcy Board of India follow detailed consul-
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tative processes before framing regulations. The bill requires the DPA to follow a consultative 
process. However, this requirement applies only for formulating codes of practice and entrusts 
the government to prescribe the details of the consultative process.156 There is a direct link 
between the thoroughness of the consultative process Indian regulators follow and the specific 
details of such consultative mechanisms enshrined in the relevant law.157 The bill should therefore 
be modified to ensure that the DPA follows best practices in regulation-making for framing 
regulations and codes of practice. 

7.	 Lastly, since the functioning of the DPA has an important bearing on the market, its 
composition should enable it to avail of independent inputs in an institutional manner.  
The DPA should have a combination of full-time members and part-time, independent 
members. Independent members should not be involved in the everyday functioning of the 
agency. This would allow for independent inputs and a mechanism for external oversight of the 
agency. 

This revised design could enable a more specific and pragmatic framework for protecting the personal 
data of individuals, while allowing the Indian economy to benefit from innovations in the processing 
of personal data. As this paper argues, the regulatory framework proposed for protecting the privacy 
of citizens has to be suitably tailored for the realities of the Indian economy and its regulatory land-
scape. It is important to have a pragmatic approach to data protection. In the characterization of 
privacy as an end rather than a means to protect other important societal ends that are specific to 
India’s political economy, the bill significantly strengthens the state without adequately protecting 
privacy. Designing a more precise and pragmatic regulatory framework can only be done through a 
pragmatic assessment of the costs and benefits of data protection for India.
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